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Cultural Analytics
Fall 2025 · Kent Chang

Frequently Asked Questions
(Last updated: May 22, 2025)

Thank you for your interest in this class! Below are answers to common questions. Themost up-to-date version of the
syllabus will be posted at:

https://ca.kentkc.org

Q: Who is this class for?
A: This class is designed for students interested in connecting interpretive approaches with computational tools, es-

pecially across the humanities and computer science, which can be roughly divided into two groups:

1. Students from the humanities who want to develop stronger intuitions for the algorithms in machine learning
(ML) andnatural languageprocessing (NLP), andwant to explore how theymight apply them to their ownwork.

2. Studentswith someprior experience inMLandNLPwhoare interested inanalyzing cultural and literary artifacts
as real-world data—especially questions relevant to the humanities.

Q: Who can enroll in this class?
A: Graduate students canenroll directly throughCalCentral. Undergraduate studentsmust request apermission code

(email Kent). The course is officially offered by the School of Information, but you do not need to be a student in
the School to join.

Q: Can I use this class for the course requirement of my program?
A: This is a new class with a temporary course number (290’s), so usually someone (me or you) has to petition or

otherwise make a case for it to count toward the requirement. At the moment, this course has been approved as
a technical elective for the Designated Emphasis (DE) in New Media. Reach out if you are interested and we’ll see
what we can do.

Q: What does it take to do well in this class?
A: The final project constitutes the most significant portion of your grade (see the grade components below). Given

that cultural analytics encompasses a range of approaches, your project can leanmore theoretical (or qualitative)
ormore computational, as long as it focuses onmeasuring some aspect of culture. The project is designed to allow
you to draw upon your particular strengths—whether in coding, close reading, or both—as you apply themethods
and frameworks explored in this course.

Q: Do I have to know ______ to take this class?
A: See the prerequisites below—but the course is designed to be interdisciplinary and largely self-contained, with

built-in flexibility. If most students have strong close reading skills, for example, we may condense relevant lab
sessions (below). If most are experienced with deep learning, we’ll adjust discussion accordingly.

Q: My question isn’t answered here?
A: Feel free to reach out to Kent at <kentkchang@berkeley.edu>.

https://ca.kentkc.org
kentkchang@berkeley.edu
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While often defined as “the computational study of culture”, cultural analytics might be best understood as a
radical interdisciplinary experiment, one that seeks to understand cultures—socialties, histories, cognition, the
literary—through empirical models and patterns, built on effective computational representations of relevant cul-
tural constructs.1 This experiment calls for a unique skillset: one needs to be familiar with approaches in the
interpretive humanities and computer/information science; one also needs to cultivate an interdisciplinary mind-
set: recognize and appreciate the affordances and limitations of both qualitative and quantitative traditions. This
class is imagined as a possible point of departure for those who are so inclined.

As such, this course is all about making connections: bridging the interpretive traditions of literary and cultural
studies—which guide our critical engagement with texts and cultural artifacts—with computational methods, rang-
ing from featurized classifiers to large language models. It pursues two complementary ends: students will develop
interpretive strategies and critical vocabularies for cultural analysis, and, through hands-on practice grounded in
engagement and experience with the text, they will learn to represent cultural data—whether text, image, audio, or
video—and train machine learning models as algorithmic measuring devices to systematically characterize cultural
phenomena of interest.

This class welcomes a range of inclinations: maybe you know how to implement an RNN or Transformer from
scratch but are curious whether those models can be used to study literature, culture, or something beyond positive
or negative sentiments. Or, maybe you’ve experimented with off-the-shelf topic models or word embeddings to
explore humanities questions and want to see how far you can take them.

LEARN ING OBJECT IVES

• Students will have a solid grasp of theoretical and technical approaches to representation for cultural analytics.
• Students will further their understanding of deep learning methods and their affordance for cultural analytics.
• Students will be in a better position to navigate between disciplinary practices and traditions as they pertain

to the computational study of culture.

COURSE REQU IREMENTS

prereuisites

This course is self-contained and there will be no hard prerequisites. However, this class engages rigorously with
both philosophical writings and technical papers, so previous exposure to concepts such as logistic regression
and deep neural networks (from any of the following: data c200; info 251, 256, 159/259; cs 182/282; etc.)
and theoretical writers (like Foucault, Deleuze) would be useful. During the first three weeks, resources will be
provided to help you assess your preparation and fit for the course.

1. Course website: https://ca.kentkc.org.
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course layout

This course has a tripartite structure:

• Act I: theoretical and technical foundation
• Act II: connecting multimodal and multi-agent systems along with relevant critical theories
• Act III: three case studies in cultural analysis at scale, focusing on ideology, interaction, and context, particularly

through sociological and sociolinguistic frameworks

We will learn by combining conceptual discussion with hands-on exploration:

• Lecture: Each week will open with a lecture on the week’s topic. You are encouraged to do the readings listed
for each lecture prior to attendance.

• Lab: For each week, there’s an interactive portion of this class that we are going to call labs. We close-read a text
(“annotation”), look at some code (“workshop”), and talk about some papers (“seminar”) together. Participation
is assessed by reflection entries (below).

evaluation criteria

Grade components:

Lab participation and presentation 20 pts
three reflection entries (15 pts, 5 pts each)
one presentation (5 pts)

max(Quiz 1, Quiz 2) 20 pts
Homework 20 pts

1. Close reading paper (10 pts)
2. Workshop notebook (10 pts)

Project 40 pts
Proposal (5 pts)
Mid-term report (10 pts)
Presentation (5 pts)
Final report (20 pts)

The course is not curved, and there’s no a priori distri-
bution. At the end of the semester, students will receive
a letter grade based on the following conversion chart:

letter points letter points

A+ 97–100 C+ 77–79
A 93–96 C 73–76
A– 90–92 C– 70–72

B+ 87–89 D+ 67–69
B 83–86 D 63–66
B– 80–82 D– 60–62

S/P 80–100 F 0–59

Additional comments on grading and expectations:

• Lab participation: Participation is graded on the completion of three reflection entries, each a 1-page write-up
to reflect on what you have learned in the relevant lab. Throughout the semester, our labs will engage with
three different kinds of material: literary or cultural texts (Act I), code and algorithms (Act II), and technical
papers (Act III), and you are required to submit only three reflection entries, each based on a lab session of
your choosing. Additionally, you will do a presentation during the lab (which you’re not going to reflect on)
at least once; more details will be given in due course.

• Close reading paper: Weeks 2–5 introduce some approaches to cultural artifacts, and you will apply them to
read one of your choosing closely. Ideally, you will identify a book, a TV series, or a movie at the beginning
of the semester, and pick one passage or scene (suitable for a critical approach covered in class over those
four weeks) to close read. On a higher level, you want to think thoroughly about what makes a passage or a
scene interesting and articulate your judgment using the appropriate critical vocabulary. This homework should
prepare you for the Workshop Notebook and Project (more below).
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• Workshop notebook: Weeks 6–9 are focused on the implementation of models that work with data in multiple
modalities. Your job is to study the code covered in the workshop and adapt them for your data and a toy task
of your choosing, ideally building on what you close-read for Homework 1. The goal is to gain some practical
experience of operationalizing a concept that’s interesting at least to you using the methods we study.

• Project: Ideally you will build on Homework 1 and 2 to conduct a project that would be suitable for publication
at your dream venue. It could take the form of a long analytical/argumentative essay (usually less than 30 pages)
or a technical, workshop-style paper (usually less than 8 p.), depending on what you’re more comfortable with.
The main requirement here is a.) let your favorite cultural texts inspire and guide you, b.) carry out something
empirical, adequately evaluated, and c.) experiment with different methods of representation. We will gain
exposure to a variety of venues of interest to cultural analytics over the course of the semester.

• Quiz: Everyone has to take two quizzes in class during week 3 and 6. They are designed to ensure you
have adequate background knowledge and literacy to read widely for your own project, and therefore happen
relatively early in the semester (compared to typical midterm and final exams). Both quizzes will take a similar
format (a mix of true or false, multiple choice, matching, short answer), focusing on the intuitions of key
mathematical or algorithmic concepts and critical thought.

POL IC I ES

academic integrity

All students will follow the UC Berkeley code of conduct. Attribute all ideas and code if they are not your
original work. Every submitted lab or essay for this class must be your own work. While discussion with others is
encouraged, you must write all your essays or solutions on your own, and acknowledge or credit resources you have
consulted. When in doubt, ask me. For more information, see https://conduct.berkeley.edu/integrity/.

ai assistants & large language models

We will largely follow “NeurIPS 2025 Policy on the Use of Large Language Models”:2 you can (and probably
should) use AI assistants like ChatGPT to boost your productivity—for brainstorming, editing, or handling
routine tasks (e.g., formatting tables, which has little to do with the substance of your work). But you must fully
understand everything you submit; if you use an AI tool to help with writing or coding, it’s your responsibility to
verify its output, correct mistakes, and, indeed, learn from the process. Again, all submitted work must be your
own: if you can’t explain it, you shouldn’t turn it in.

accessibility & accommodation

It is important to me that this course be accessible to you. If you have been issued a letter of accommodation
from the Disabled Students Program (DSP), please see me to work out the necessary arrangements. If you need
an accommodation and have not yet seen a Disability Specialist at the DSP, please do so when you can.

late policy

All assignments will be due 5 pm on the due date, with a 2-hour grace period. All students will have 3 slip days,
each extending the deadline by 24 hours. Otherwise, a 10% penalty applies for each late day. Please feel free to
talk to me if you anticipate difficulties in meeting any of the deadlines for any reason, and we can work together
to figure out a solution.

2. https://neurips.cc/Conferences/2025/LLM.
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SCHEDULE

• The list is subject to change.
• Announcements and readings can be found on bCourses.
• Murphy = Kevin Murphy’s Probabilistic Machine Learning, book I (2022) and II (2023)

PROLOGUE ■ week 1. Representing, Operationalizing, . . .

Lecture. In the introductory lecture, we focus on the fundamental ideas underlying the computational study
of culture: representation and operationalization. How do we translate what might be of interest into
something computationally viable?

Keywords. operationalization, featurized models
• Quist, “Laurelled Lives” (2017)
• So, Redlining Culture (2020): chap. 3 (Recognition: Literary Distinction and Blackness)
• Bengio, Ducharme, and Vincent, “A Neural Probabilistic Language Model” (2000)

(Optional: math self-assessment; cf. Kun, A Programmer’s Introduction to Mathematics)

ACT 1 ■ Termination and Indetermination
week 2. Death of Theory

Lecture. To unpack the concept of a learnable representation, we look at learning and representation from
two perspectives: neural and literary-critical.

Keywords. formalism and New Criticism; word embeddings
• Eliot, “Tradition and Individual Talent—I” (1919)
• Murphy II. 32.1–4 (Representation learning)
• Mikolov et al., “Distributed Representations of Words and Phrases and their Compositional-

ity” (2013)

Extension. Radford et al., “Language Models Are Unsupervised Multitask Learners” (2019); A. Liu
et al., “SuperBPE: Space Travel for Language Models” (2025)

Annotation. Benj Pasek and Justin Paul, Dear Evan Hansen (2017)

(Optional: Python self-assessment; cf. Walsh, Introduction to Cultural Analytics & Python)

week 3. Death of Subjectivity

Lecture. Continuing our discussion on learning and representation, we examine the idea of aesthetic
autonomy as it intersects with machine-learning techniques. Given an abundance of data, what and
how might we estimate with probabilistic models?

Keywords. formalism and narrative structure; generative models
• Wimsatt and Beardsley, “The Intentional Fallacy” (1946), up to §II; Piper, So, and Bamman,

“Narrative Theory for Computational Narrative Understanding” (2021)
• Murphy II. 20.1–20.4.1 (Generative models: an overview)
• Vafa, Naidu, and Blei, “Text-Based Ideal Points” (2020)

Extension. Seaver, Computing Taste (2022): chap. 1 (Introduction); Gopalan, Hofman, and Blei,
“Scalable Recommendation with Hierarchical Poisson Factorization” (2015)

QUIZ 1 (1 hr, closed-book, in class)
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week 4. Death of the Author

Lecture. This week, we consider signifying structures through French structuralism, focusing on Saussurean
synchrony and diachrony via Roman Jakobson. From there, we explore how sequence models formalize
dependencies across ordered data—whether the order encodes time, syntax, or positional dependencies.

Keywords. French structuralism; sequence models
• Jakobson, “Closing Statement: Linguistics and Poetics” (1960)
• Weatherby and Justie, “Indexical AI” (2022)
• Murphy I. 15.1–3 (Neural sequence modeling)

Extension. Murphy II. 29.1–4 (State-space models, esp. HMMs); Geoghegan, “From Information
Theory to French Theory: Jakobson, Lévi-Strauss, and the Cybernetic Apparatus” (2011)

Annotation. David Angell, Peter Casey, and David Lee, Frasier: I.i (The Good Son), I.xxiv (My Coffee with
Niles), VI.xvii (The Dinner Party); cf. Sedgwick and Frank, “Shame in the Cybernetic Fold” (1995)

week 5. Death of the Man

Lecture. Continuing our discussion on structuralism, we now study deconstruction at work and reflect on
the network concept/metaphor, which can be anti-humanist and anthropological at the same time.

Keywords. deconstruction; transformer models
• Barthes, S / Z (1974), up to §XV
• Hayles, “Information or Noise? Economy of Explanation in Barthes’s S/Z and Shannon’s Infor-

mation Theory” (1987)
• Tay, Luu, and Hui, “Compare, Compress and Propagate” (2018)

Extension. Derrida, “Structure, Sign, and Play in the Discourse of the Human Sciences” (1979); Li
et al., “Optimus: Organizing Sentences via Pre-trained Modeling of a Latent Space” (2020)

Annotation. Oscar Wilde, The Importance of Being Earnest (1895); cf. Craft, “Alias Bunbury” (1990) and
Sedgwick, Tendencies (1994): “Tales of the Avunculate”

HW 1 (Close reading, 5–10 pp. double-spaced) due on Friday at 5 pm. Only pdf files are accepted

ACT 2 ■ Being and Vectorizing

week 6. Imagetext

Lecture. Equipped with modular, probabilistic, and deconstructionist thinking, we now start from scratch
and revisit foundational ideas underlying interpretation and representation. What constitutes a cultural
artifact, and how can we represent it computationally?

Keywords. limits of critique; diffusion models
• Mitchell, Picture Theory (1995): chap. 1 (The pictorial turn)
• Vilnis and McCallum, “Word Representations via Gaussian Embedding” (2015)
• Ruhe et al., “Rolling Diffusion Models” (2024)

Extension. Abrams, “The Deconstructive Angel” (1977); Taylor, The Archive and the Reper-
toire (2003): “Acts of Transfer”; Crawford and Paglen, “Excavating AI” (2021)

QUIZ 2 (cumulative; 1 hr, closed-book, in class)

PROJECT PROPOSAL (maximum 1 p.) due on Friday at 5 pm
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week 7. Time-Image

Lecture. This week we consider videos as time-images and introduce the challenging task of long-form video
understanding. How do we model and reason over a sequence of images with long-range dependency?

Keywords. time-image; long-form video understanding
• Deleuze, Cinema 2 (1989): chap. 2 (Recapitulation of images and signs)
• Korbar, Huh, and Zisserman, “Look, Listen and Recognise” (2024)
• Sun et al., “video-salmonn: Speech-enhanced Audio-Visual Large Language Models” (2024)

Workshop. Embeddings for prediction and clustering
• Zhang et al., Dive Into Deep Learning: skim through chaps. 13–16
• Murphy I. 21.3 (K -means clustering); 21.4 (Clustering using mixture models)
• Murphy II. 3.10 (Hypothesis testing)

week 8. Assemblage

Lecture. To further explore theory post structuralism, we look at the concept of assemblage, which we
juxtapose with modular systems that are distinct from typical end-to-end networks.

Keywords. assemblage, poststructuralism; mixture-of-experts, multi-agent systems
• Deleuze and Guattari, A Thousand Plateaus (1987): Introduction; chap. 6 (How Do You Make

Yourself a Body Without Organs?)
• Tsing, The Mushroom at the End of the World (2021): Introduction; chap. 4 (Agential Realism)
• Fedus, Zoph, and Shazeer, “Switch Transformers” (2022)

Workshop. Inference and sampling
• Wortsman et al., “Model Soups” (2022)
• Bertsch et al., “It’s MBR All the Way Down” (2023)
• Qineng Wang et al., “Rethinking the Bounds of LLM Reasoning” (2024)

week 9. Relationality

Lecture. To conclude our foray into entangling encounters, we turn to relationality: how do relations con-
stitute entities, rather than merely linking them? How might computational models formalize social,
political, and cultural relations beyond language itself and embed complex structures of connection
into measurable form?

Keywords. relational forms, intersubjectivity; graphs, connotation frames
• Simondon, Individuation in Light of Notions of Form and Information (1964 [2021]): “Form and

Matter”
• Ferreira Da Silva, Unpayable Debt (2019): chap. 2 (the most perfect hallucination)
• Bordes et al., “Translating Embeddings for Modeling Multi-relational Data” (2013)

Workshop. Wrap up previous workshops; plus: writing and presentation
• Sims, Park, and Bamman, “Literary Event Detection” (2019)
• Bode, “Why You Can’t Model Away Bias” (2020)
• Shechtman, “Command of Media’s Metaphors” (2021)

7 Last revised: May 22, 2025
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ACT 3 ■ Everywhere and Nowhere
week 10. Form and Scale

Lecture. What’s the implication of scale in the context of both cultural analysis and language models?
Does scale lead to knowledge?
Keywords. literary sociology; scaling laws
• English and Underwood, “Shifting Scales” (2016)
• Klein, “Dimensions of Scale” (2020)
• Brown et al., “Language Models are Few-Shot Learners” (2020); skim: J. Kaplan et al., “Scaling

Laws for Neural Language Models” (2020)

Seminar (TBD—check bCourses for updates).
• Lester, Al-Rfou, and Constant, “The Power of Scale for Parameter-Efficient Prompt Tuning” (2021)
• Levy, Jacoby, and Goldberg, “Same Task, More Tokens: the Impact of Input Length on the Reasoning

Performance of Large Language Models” (2024)
• Muennighoff et al., “s1: Simple Test-Time Scaling” (2025)

HW 2 (Workshop notebook) due on Friday at 5 pm. Only ipynb files are accepted

week 11. Form and Ideology

Lecture. How might language models be used to make judgments about society and culture? How does
scale shape our understanding of culture and society?

Keywords. ideology, affect; domain adaptation
• Jameson, The Political Unconscious (1994): chap. 1 (On Interpretation)
• Clough, The User Unconscious (2018): “The Datalogical Turn”
• Ziems et al., “Can Large Language Models Transform Computational Social Science?” (2024)

Seminar (TBD—check bCourses for updates).
• Gururangan et al., “Don’t Stop Pretraining: Adapt Language Models to Domains and Tasks” (2020)
• Arora and Goyal, “A Theory for Emergence of Complex Skills in Language Models” (2023)
• Qunbo Wang et al., “Soft Knowledge Prompt” (2024)

PROJECT MID-TERM REPORT (min. 4 pp./paragraph outline) due on Friday at 5 pm

week 12. Form and Interaction

Lecture. LLMs and cultures emerge out of interaction. But for any given interaction, what’s involved, and
how do we model it?

Keywords. recognition, sociality; preference alignment
• Hegel, Phenomenology of Spirit (1807 [2018]): section A. “Self-Sufficiency and Non-Self-

Sufficiency of Self-Consciousness; Mastery and Servitude”
• Goffman, Forms of Talk (1981): chap. 2 (Replies and Responses)
• Stiennon et al., “Learning to Summarize with Human Feedback” (2020)

Seminar (TBD—check bCourses for updates).
• Rafailov et al., “Direct Preference Optimization” (2023)
• Dingemanse and Enfield, “Interactive Repair and the Foundations of Language” (2024)
• Z. Liu et al., “A Dynamic LLM-Powered Agent Network for Task-Oriented Agent Collabora-

tion” (2024)
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week 13. Form and Context

Lecture. If all interactions are contextual, how might language models make use of such information
beyond the document level? This week we think about knowledge (situational and social) in terms
of its representation and retrieval for inference.

Keywords. situated knowledge; long-context models, knowledge retrieval
• Silverstein, Language in Culture (2022): Introduction; chap. 8 (Knowledge)
• Fish, “Is There a Text in This Class?” (1995)
• Jurgens et al., “Your Spouse Needs Professional Help: Determining the Contextual Appropriate-

ness of Messages through Modeling Social Relationships” (2023)

Seminar (TBD—check bCourses for updates).
• Chevalier et al., “Adapting Language Models to Compress Contexts” (2023)
• Khanuja et al., “An Image Speaks a Thousand Words, but Can Everyone Listen? On Image Transcreation

for Cultural Relevance” (2024)
• Edge et al., “From Local to Global: A Graph RAG Approach to Query-Focused Summarization” (2024)

(week 14. No class; Thanksgiving)

EPILOGUE ■ week 15. What Is Cultural Analytics?

To wrap up the class, we reflect on what it means to study culture vis-a-vis computation.

Conversation starters—Keywords. modernity, validity.
• Foucault, “What Is Enlightenment” (1983)
• Mbembe, “The Universal Right to Breathe” (2021)

PROJECT PRESENTATION (in class)

(week 16. RRR)

PROJECT FINAL REPORT due
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